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ABSTRACT  

The cohort size required in epidemiological imaging genetics studies often mandates the pooling of data from multiple 
hospitals. Patient data, however, is subject to strict privacy protection regimes, and physical data storage may be legally 
restricted to a hospital network. To enable biomarker discovery, fast data access and interactive data exploration must be 
combined with high-performance computing resources, while respecting privacy regulations. We present a system using 
fast and inherently secure light-paths to access distributed data, thereby obviating the need for a central data repository. 
A secure private cloud computing framework facilitates interactive, computationally intensive exploration of this 
geographically distributed, privacy sensitive data. As a proof of concept, MRI brain imaging data hosted at two remote 
sites were processed in response to a user command at a third site. The system was able to automatically start virtual 
machines, run a selected processing pipeline and write results to a user accessible database, while keeping data locally 
stored in the hospitals. Individual tasks took approximately 50% longer compared to a locally hosted blade server but the 
cloud infrastructure reduced the total elapsed time by a factor of 40 using 70 virtual machines in the cloud. We 
demonstrated that the combination light-path and private cloud is a viable means of building an analysis infrastructure 
for secure data analysis. The system requires further work in the areas of error handling, load balancing and secure 
support of multiple users. 

Keywords: Epidemiological studies, light-path data sharing, light-path, interactive analysis, cloud computing, data 
protection, image processing, omics 
 

1. INTRODUCTION  
The ability to recognize the first signs of disease early has enormous socio-economic benefits by supporting a shift from 
treatment to prevention. Population imaging-genetics studies have shown great promise for identifying such biomarkers 
from combined imaging and genetic data. They provide unique databases that can be exploited to investigate patho-
physiological substrates of disease in a pre-symptomatic phase, with the aim of prediction and early diagnosis of disease.  

The cohort size required in epidemiological imaging genetics studies often necessitates pooling data from multiple 
hospitals to increase the statistical power of the findings. In both image analysis, for example voxel-based morphometry 
(VBM)1, and in -omics data analysis, for example genome-wide association studies (GWAS)2, a sufficiently large sample 
size is crucial to detect relevant disease biomarkers. In addition, biomarker discovery from imaging and genetic data 
often requires compute intensive processing, therefore fast and scalable compute resources are required to accelerate the 
processing of large data sets. However, patient data is subject to strict privacy protection regimes and physical storage 
may be legally restricted to the hospital. Within the European Economic Area (EEA) the originating institution must 
retain control over the data as specified by directive 95/46/EC3. A patient or study participant can potentially object to 
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processing and the responsible institution must be able to revoke access when required (see directive 95/46/EC3 section 
25). As such, simply transferring the data to centrally accessible network storage or sharing via a physical medium is not 
feasible. 

The objective of this work is to explore a novel approach to secure pooling of data from multiple hospitals governed by 
the data protection directive 95/46/EC3, while at the same time providing fast and interactive access to compute intensive 
data analysis resources for biomarker discovery. 

1.1 Related work: secure processing of medical imaging data in grid and cloud 

A number of related efforts have been described in recent literature. Systems combining data sharing between medical 
institutions and high performance computing (HPC) have been created in a number of projects based on the European 
DataGrid4. For example in the context of the German e-Science D-Grid there is MediGRID4 and its successors: 
Services@MediGRID5, PneumoGRID and MedInfoGrid6. MediGRID features a PACS interconnect component and the 
facility to transfer image data to grid nodes (using the gridDICOM protocol). The connected PACS machines are located 
in a “demilitarized zone” (DMZ), an area of the hospital network with more relaxed firewall rules. These contain 
anonymized images, not the actual hospital PACS machine. 

Cloud computing for medical imaging is now beginning to attract the attention of the medical community7. A practical 
example is illustrated by the CloudDRN project8. Here the focus is on using commercially available systems, CloudDRN 
uses Microsoft Azure. Individual data aggregation queries can be authorized using certificates based on a public key 
infrastructure (PKI). Moore et al.9 examine the cloud as a possibility to outsource hospital IT resources as well as for 
clinical research. 

Both MediGRID and CloudDRN are based on existing open or semi-open grid and cloud systems. The systems have 
taken a largely regulatory approach to security instead of applying physical security. However, there are three open 
issues in these current approaches, which we will discuss consecutively.  

First, secure storage and network transfer of patient data is required to enable pooling data across institutions. 
MediGRID based in Germany, must deal with the problem that current grid middleware does not address the data 
security requirements imposed by the EU data security directive (95/46/EC)3 and related German regulations. The 
CloudDRN project notes that compliance certification is allowing enterprises to store more data in the cloud. In our case, 
however, this is complicated by the different legislation between the U.S. and Europe. In particular the functioning of 
data Safe Harbor agreements10, self-certification of cloud providers and governmental access to data are all items of 
inter-jurisdictional conflict.11,12,13. 

Second, providing and revoking subject specific data access must be addressed: Within the European Economic Area 
(EEA) the originating institution must retain control over the data as specified by directive 95/46/EC. A patient can 
potentially object to processing and the responsible institution must be able to revoke access when required (directive 
95/46/EC section 25). Data revocation is further complicated by the existence of data copies. MediGRID implements a 
complex data auditing mechanism to address this. However, protection of data copied to the grid remains problematic as 
Krefting et al. describe in their conclusion4. CloudDRN offers the choice of placing data in Cloud local storage or 
accessing in the originating institution via a networked server. The first option requires that an explicit copy be made, the 
second does not, but it offers no guarantee that the accessor will not retain a copy of the data. While CloudDRN does 
retain a data access audit trail there is no mention of a data removal mechanism. 

Finally, scalable computing, should be provided to apply compute intensive processing pipelines on pooled data within 
the aforementioned constraints. A typical grid infrastructure such as d-Grid or any sub-grid of the European Grid 
Infrastructure is a federation of smaller clusters. These may be based on different hardware and OS versions are also not 
guaranteed to be the same14. It is known that certain software is sensitive to the exact versions of hardware and software, 
for example Freesurfer15. This means that to get consistent results in a grid the user must either restrict worker nodes on 
which jobs can run, or alternatively test the software on all the combinations they intend to use to allow the greatest 
possible exploitation of grid resources. While the effort will repay itself for commonly used software for infrequently 
used tools and pipelines it is problematic. 

While it is possible for clouds to be implemented on top of heterogeneous grid systems14, cloud systems in general are 
homogeneous in their hardware and the complete software stack, the virtual machine itself, is chosen by the end user. 
This then greatly simplifies the process of adding new tools and pipelines. However testing that they work as expected in 
the distributed system without wasting resources remains a challenge. 
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1.2 Our contributions 

The objective of this work was to develop a novel approach for pooling data from secure sources and processing this in a 
secure and scalable computing system. Our area of interest is data from hospitals governed by the data protection 
directive 95/46/EC. The solution presented here uses a closed intrinsically secure, nationally based, and compliant cloud 
service and delivers a way to exploit cloud services in a manner which is transparently compliant with the data 
regulations in the EEA.  

Specifically, the contributions of this work are: 

• We demonstrate that the combination of a private, compliant cloud with a physically secure light-path meets the 
requirements for connection to a hospital network, and provides a natural solution to data revocation, with 
minimal overhead. 

• We show that directly mounting disks over the 1Gbit light-path gives acceptable performance for the order of 
100 simultaneous jobs and data visualization without making explicit data copies. We demonstrate this in a pilot 
experiment involving the registration of brain images. 

• We show how open source software allows the construction of simple but functional cloud processing interface, 
the EYR-Garlic system, and that this system is readily expandable with new image processing pipelines 

 

2. METHODOLOGY 
2.1 System overview  

The core of the proposed system is the availability of private optical fiber connections between a secure and scalable 
compute resource and multiple hospitals acting as data providers. Access to a secure private cloud infrastructure through 
physically secure light-paths allowed us to assemble a closed system that met the design goals of functionality and 
security. This system can be most easily described as a “secure, scalable, distributed PC” (see Figure 1) in which the 
disks, processing and visualization are connected by secure light-paths. In this section we examine the architectures and 
implementation we used to achieve the desired functionality. 

 
Figure 1. The secure, scalable, distributed PC superimposed on the map of South Holland in the Netherlands showing 
location of the data and the visualization unit. The processing unit is located at the center of the star network in Amsterdam 
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2.2 Network architecture: security and data sharing 

The architecture (see Figure 2) involves coupling two hospital networks (ErasmusMC and LUMC), a research institution 
(TUDelft) and cloud compute and network resource provider (SurfSARA) for the Dutch academic institutions via 
physically secure light-paths. Data from the hospitals is NFS mounted to a private network range in the virtual private 
cloud (VPC). The VPC is implemented using VLAN16 technology. The VPC ensures that the virtual machines in this 
system are isolated from others using the SARA HPC-Cloud infrastructure.  

Virtual machines in the SurfSARA cloud receive addresses in the range 10.0.X.10.to 10.0.X.240. Addresses above 240 
can be fixed to connected machines, in practice these are assigned to the external endpoints in the hospital or research 
institute. This address range was directly compatible with the ErasmusMC network and in the LUMC and TUDelft 
endpoints NAT address mapping was used to resolve IP conflicts with the institution internal addresses. The coupling 
between these end nodes and the cloud takes place over secure light-path connections. 

From both the LUMC and ErasmusMC access-points the data directories were NFS shared using the /etc/exports table to 
the VPC VM address range. This allowed data from both ErasmusMC and LUMC to be directly mounted on all cloud 
VMs. Virtual machines are configured to mount the NFS directories from the end nodes to a /datadir/<DataResourceID> 
directory where <DataResourceID> is a unique identifier for the NFS shared directory. Data is never copied in this 
system though it may be temporarily cached on the VMs due to NFS caching. 

 
Figure 2. EYR-Garlic network architecture showing security domains, networks, machines, and data shares (for brevity TU 
Delft has been omitted). The light-paths bypass the regular internet and connect the VPC and hospital networks in a secure 
domain. 

 2.3 Software architecture  

The architecture of the EYR-Garlic software addresses a number of practical issues in development and functionality. 
Algorithms were developed in an open source architecture with new components developed in Python to enable rapid 
prototype development. Secondly performance should be sufficient to execute real research pipelines consisting of 
thousands of individual jobs running on tens to one hundred virtual machines. Thirdly the system should shield the user 
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from cloud resource management. Virtual machines should be started and stopped on demand to ensure that pipelines 
begin executing in a timely manner and that core-hour resources are not wasted. Fourthly the system should be capable 
of supporting new pipelines which should be testable, with minimal consumption of core hours. Finally the system 
should allow the development of result visualization prototypes.  

Where possible we used proven open source software in preference to developing our own solutions. The base operating 
system for the VMs is a Linux Ubuntu 12.04 LTS 64-bit server. Standard Python library components were used to build 
web-server, and logging. The Nipype17 library, also Python based, provides a ready-made means of sub-dividing 
processing pipelines into individual steps and, by means of plugins, these pipeline steps are executed in a distributed 
computing environment. Figure 3 shows the modular approach adopted in the development of the central system 
software. A main EYR-Garlic server running on a single head node virtual machine provides the web interface. In 
addition it manages jobs, and starts and stops worker VMs in response to job requirements. The same head node also 
runs the HTCondor processes needed to distribute jobs and the mongodb that acts as both repository for job status, and as 
result cache (together with the common cloud storage).  

 
Figure 3. Overview of the EYR-Garlic system. The head node architecture is highly modular. The main server process 
includes several sub threads and the head node includes other components, HTCondor and mongodb, which have their own 
process trees. All pipeline processing is performed on the worker nodes and these are created on demand 

 

System performance was improved using multi-threading/processing and result caching. The architecture of the head 
node involves several cooperating processes and can benefit from being run on a multi-core VM if extra performance is 
needed.  
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Users may repeat pipeline runs using overlapping input data or parameter sweeps. This can result in the same pipeline 
step being executed with the identical data and input settings. These overlaps can be exploited to speed up execution if 
individual pipeline steps cache their results based on input data and settings. Before a pipeline step executes the cache is 
checked for a pre-existing result, or if none was found then after the step completes the step results are added to the 
cache. The cache itself is a combination of mongodb documents and file storage.  

Job and virtual machine management rely on a number of common interface functions implemented in each pipeline.. 
The pipeline interface includes a function that allows the Job and VM management thread to determine the maximum 
number of parallel steps that can be run. This number and the actual number of free cores in the cloud system are used to 
allocate a number of VMs to the job, and VMs are started as needed. When a pipeline completes these VMs are 
shutdown in a controlled fashion. VM control takes place via the OpenNebula xml-rpc interface18. 

Testability of the system was designed such as to minimize consumption of cloud core-hours. This was achieved by 
designing the architecture to be configurable to run outside the cloud/light-path environment. This configuration is done 
automatically by central Python config file that checks the host name and sets a number of predefined paths and 
variables in the main EYR-Garlic process. The system can therefore be executed on our development system, a local 16-
core blade server, as well as in the cloud environment. 

An xml-rpc web interface supports a number of methods to query information about the supported pipelines. Running the 
pipeline returns a unique identifier for the job that can then be used to monitor the job status and finally to download the 
job results. The results include the paths to the original data in the VPC. This allows the user to perform the “drill down” 
to the original data as shown in Figure 4  

 

3. RESULTS AND DISCUSSION 
The following pilot experiment was carried out with the system described. All data processed was stored locally in the 
hospital sites. From the publicly available OASIS dataset19 66 brain volumes were chosen, and the set was divided into 
two equal parts. Half of the data was locally stored at LUMC within the hospital network, and the other half at Erasmus 
MC. The registration pipeline of Klein et al.20 was run on the Cloud-based VM, but with data mounted via the local 
ErasmusMC and the LUMC access points. In this case we performed 2,145 jobs (dissimilarity calculations for 66 
volumes) on 70 VMs in an elapsed time of approximately 10 hours or roughly 20 minutes per calculation. The time per 
job was approximately 50% longer when compared with running on a local system, however cloud-based processing the 
entire data set was an order of magnitude faster. 

Job execution was performed by accessing the web-interface from an IPython notebook. Multidimensional scaling was 
applied from inside the notebook in order to visualize results. Two different hospital infrastructures were successfully 
coupled to the system, one using an access point in a special research ‘DMZ’ (ErasmucMC), and one located directly on 
the hospital network (LUMC). The low latency of the light-path network (ping time < 1 ms) enabled instantaneous 
interactive inspection of analysis results, where image data was retrieved over the light- path on the fly from the source 
disks in the hospital. This provides users with the responsiveness of processing and viewing the data on a local machine:  
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Figure 4. A screen shot of the IPython notebook driving the pilot experiment. It displays two low dimensional embeddings 
of the experimental result. Selecting a point in either graph displays the original data. 

 

The network security by design was sufficient to allow the connection of the EYR-Garlic system to a live hospital 
network. However the system as currently implemented only supports a single security domain in which users can access 
all data. In the future we would like to extend the system to support multiple projects where the data is not shared, a 
situation known as multi-tenancy. 

Performance of the pilot experiment fell within the desired range, the calculation in question could be run overnight 
compared to taking up to a week on one of our in-house systems. However, it is clear that with larger numbers of jobs 
and increasing web requests bottlenecks may appear in the system. The head node architecture is designed to be scalable 
over multiple cores and machines, however remaining areas of concern are the common cloud storage used for results 
and the NFS mounted data disks across the light-path. One possible means of addressing both of these is to use the local 
storage of intermediate VMs as caches. For the shared data this will not violate our data local policy since the caching 
VMs can be run on non-persistent images which are guaranteed to clear on VM shutdown. 

Virtual machine management was complicated because of the lack of an offline facility. In practice this was also the least 
reliable part of the system. Although VMs were started as required, occasionally there was a failure to stop all the VMs 
at pipeline end. This issue can be addressed by improving the off-line testing by running an OpenNebula Sandbox21 as a 
stub for the VM management. An additional weak point in VM management is that there is no mechanism to track 
varying VM demand in serial and parallel sections of a pipeline. This was not an issue for the pipeline we tested but we 
anticipate that it should be addressed in the future. 

Apart from the pilot experiment reported here, we have successfully integrated other tools in to the system and created 
several different pipelines one of which was used in the analysis of Alzheimer’s disease22. By design, the testing of 
pipelines could be done on our blade server and they worked as expected in the cloud environment 
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4. CONCLUSIONS 
Our work shows that cloud systems coupled with light paths offer a secure and flexible resource for central processing of 
distributed data. The system presented is conformant to a regulatory framework within a single EEA country the 
Netherlands. The existence of cross-border fiber links, to Germany and Belgium, indicate the potential for further 
expansion of the system, however before this is a reality the issue of differing interpretations of the EEA data protection 
directive3 will have to be addressed23.  

We have not yet tackled the issues that arise in multi-tenancy, that is how to run several separate projects simultaneously 
in this system and the problems of controlled access to different shares. In addition further experimentation is required to 
discover where the performance issues lie. At the moment we do not know if the central storage or the light path form 
bottlenecks at high loads or if we need to look more closely at load balancing. Nonetheless we believe that this secure, 
scalable, distributed PC model demonstrates a simple but effective approach to increasing the power of clinical studies 
on a national basis. 
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